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MSE-GCN: Multiscale spatiotemporal feature aggregation 
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 Abstract² Graph convolution networks have emerged as an 
active area of research for skeleton-based sign language 
recognition (SLR). One essential problem in this approach is 
to extract the most discriminative features capable of 
modeling short-range and long-range spatial and temporal 
information over all skeleton joints while ensuring low 
inference costs. To address this issue, we propose a novel 
multi-scale efficient graph convolutional network (MSE-
GCN) for skeleton-based SLR. The proposed network makes 
use of separable convolution layers set in a multi-scale setting 
and embedded in a multi branch (MB) network along with an 
early fusion scheme, resulting in an accurate, computationally 
efficient, and faster system. In addition, we have proposed a 
novel hybrid attention module, named Spatial Temporal Joint 
Part attention (ST-JPA) to distinguish the most important 
body parts as well as most informative joints in the specific 
frames from the whole sign sequence. The proposed network 
(MSE-GCN) is evaluated on five challenging sign language 
datasets, WLASL-100, WLASL-300, WLASL-1000, MINDS-
Libras, and LIBRAS-UFOP  achieving state-of-the-art 
(SOTA) accuracies of 85.27%, 81.59%, 71.75%, 97.442 ± 
1.01%, and 88.59±3.60%, respectively while incurring 
significantly lower computational costs.  
Index Terms— Sign Language Recognition, Skeleton Modeling, 
Graph Convolution Network, Multiscale Architectures, Separable 
Convolution, Efficient Net, Visualization  

I. INTRODUCTION 
In the realm of communication, sign language (SL) plays a vital 

role as the primary means of interaction for the deaf community. 
SLs are visual communication systems that transmit information 
through hand movements, body gestures, head motions, facial 
expressions, and eye gaze. With their distinctive grammar and 
lexicon, SLs pose a significant challenge for deaf and non-deaf 
individuals to acquire proficient skills. To promote unhindered 
communication between hearing and deaf individuals, extensive 
research has been conducted on automatic visual sign language 
understanding. This study focuses on the task of isolated sign 
language recognition (ISLR), which involves the classification of 
isolated signs from skeleton input into a predefined set of glosses 
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(unique labels of signs, recognized by the words representing 
signs semantic meanings). ISLR holds significant potential for 
various applications, such as sign spotting, continuous sign 
language recognition [1], sign language translation, and sign video 
retrieval [2].    

Due to the defining characteristics of sign language, including 
handshapes and movements, the possible combinations of these 
visual elements are inherently limited which results in a multitude 
of visually indistinguishable signs, posing a challenge for learning 
approaches to accurately discern and identify them. The extraction 
of discriminative and comprehensive features that effectively 
capture the spatial configurations and temporal dynamics intrinsic 
to SL, poses a significant challenge in SLR. Consequently, this 
aspect has garnered substantial research attention, leading to the 
development of numerous approaches, including  appearance 
based (RGB), skeleton based (pose), and hybrid methods, aimed 
at addressing these challenges. Recent ISLR approaches [3] use 
the I3D [4] network with RGB sequences as input but face limited 
success, as I3D primarily relies on global appearance features and 
fails to capture fine-grained movements like finger motions. 
Moreover, appearance-based approaches are susceptible to the 
influence of illumination variations, camera viewpoints, and other 
background changes.  

Currently, skeleton-based approaches have gained significant 
popularity in the field of SLR due to their ability to effectively 
capture dynamic changes in human body movements and 
enhanced robustness against illumination changes, viewpoints, 
and background changes. The progress in skeleton based SLR can 
be divided into two phases. Initially, conventional methods 
utilized Recurrent neural network (RNN) [3, 5] or Convolutional 
Neural Network (CNN) for the analysis of skeleton sequence. In 
recent years, graph-based models [3, 6-8] have gained attention 
due to their ability to represent structural data effectively. 
However, these SOTA approaches for extracting informative and 
diverse features face two notable limitations. Firstly, these 
approaches tend to be excessively complex and over-parametrized 
resulting in substantial computational requirements. Secondly, 
they predominantly prioritize short-range connections, 
overlooking the importance of long-range dependencies in SLR. 
For instance, as shown in Fig. 1, Whe Vign foU µbed¶ UeTXiUeV Whe 
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coordination of left hand and head joints which are distant from 
each other and long-range dependencies between these joints need 
to be modeled for accurate recognition and sign for µaboXW¶ UeTXiUe 
coordination between both hands.   

To tackle the first problem, we have developed an early fused 
multi branch (MB) network that effectively captures 
comprehensive characteristics derived from both spatial 
configurations and temporal dynamics of joints in skeleton 
sequence. To further reduce the model complexity and extract 
spatial and temporal dynamics, we have used Separable Layer 
(SepLayer) [9], and SandGlass Layer (SGLayer) [10], in the GCN 
network. To address the second problem, we have incorporated a 
multi-scale approach [11] along both spatial and temporal 
dimensions, which can capture short-range and long-range joint 
dependencies quite effectively. The multi-scale graph convolution 
(MS-GCN) replaces the graph convolution  with a set of sub-graph 
convolutions that establishes a hierarchical structure incorporating 
residual connections between neighboring states. As the features 
traverse through this module, information exchanges with nearby 
nodes result in an expansion of receptive field and thus captures 
long range dependencies. Finally, In order to achieve improved 
recognition accuracy, we have introduced a novel attention 
module called spatiotemporal joints part attention (ST-JPA) 
which serves the purpose of identifying crucial joints within the 
complete skeleton sequence. By integrating all these modules, an 
efficient and lightweight MSE-GCN network is proposed that 
outperforms the most recent SLR methods by achieving SOTA 
recognition accuracy while incurring lower computational 
complexity. The key contributions of our work can be summarized 
as follows: 
x To enhance SLR accuracy by efficiently capturing 

spatiotemporal short- and long-range dependencies between 
skeleton joints, we propose a novel Multi-Scale Efficient Graph 
Convolution Network (MSE-GCN). This network leverages a 
multi-input, multi-scale architecture in conjunction with an early 
fusion strategy.  

x To ensure computational efficiency and high accuracy, 
separable convolutions have been introduced in spatial and 
temporal convolution layers instead of commonly used 
bottleneck layers. 

x To enhance model¶V abiliW\ Wo capWXUe moVW VignificanW VpaWial 
and temporal joints information, we propose a novel 
Spatiotemporal Joints Part Attention (ST-JPA) module.  

x Through comprehensive evaluation on three challenging SL 
datasets: WLASL, LIBRAS-UFOP, and MINDs-Libras,  MSE-
GCN demonstrates SOTA results in terms of accuracy and 
computational cost.  

The rest of the paper is structured as follows: In Section II, we 
discuss recent studies related to our work. Section III provides 
details of our proposed network MSE-GCN. We report extensive 

experiments conducted on three large scale datasets in Section IV. 
Finally, Section V concludes the paper. 

II. RELATED WORK 
To address the problem of SLR, various approaches have been 

put forth in literature. In this section, we provide a brief review of 
the RGB-based, Skeleton-based, Hybrid and attention-based 
methodologies proposed for SLR.  

A. RGB-Based SLR 
In SLR frameworks, Spatiotemporal feature extraction plays a 

pivotal role and various approaches have been proposed to extract 
the most discriminative visual representations from RGB videos.  
2D-CNNs and RNNs based architectures: In recent times, deep 
CNNs have demonstrated remarkable capability in learning 
representations and have gained extensive usage in SLR. For 
instance, a 2- CNN was utilized as a backbone in [12] to extract 
spatial features which was followed by an LSTM network to 
model temporal clues. An end-to-end neural framework 
comprising a combination of RNNs and temporal convolutions 
was proposed in [13]. In [14], a deep network consisting of 2D-
CNN as backbone for spatial feature extraction and a transformer 
for temporal representations was proposed. A variant of 2D-CNNs 
is the 3D-CNN model which because of its capability to model 
spatial and temporal cues simultaneously, has found an extensive 
use in the task of video recognition. 
3D-CNNs based Architectures: In the domain of action 
recognition, the inflated 3D-CNN (I3D) [4] has emerged as one of 
the most popular 3DCNN architecture. Some other noteworthy 
3D-CNN based approaches are Slowfast [15] and S3D[10] 
architecture. Most recent works on SLR [3, 16] have 
predominantly employed these architecture to extract visual 
features from RGB input videos. Despite their efficiency under 
normal conditions, RGB-based methods are computationally 
heavy, and their performance degrades in case of illumination 
changes, viewpoints, and background changes. 

B. Skeleton-Based SLR 
In recent times, there has been a notable research emphasis on 

the exploration of methods based on skeletal or pose data for SLR. 
The proposed approaches using pose data as input can be split into 
two categories.  
CNN and RNN based Architectures: Pose-based approaches 
employ different CNN [17] and RNN [18] based baselines for 
modeling the spatiotemporal characteristics of key point 
sequences. For instance, all the estimated body and hands key 
points are combined together in the form of a matrix and fed as 
input to 2-layered stacked GRU in [3] for sign identification. A 
modified GRU is used to learn spatiotemporal patterns for 
efficient SLR in [5]. Another transformer based architecture that 
utilizes pose information as input is proposed in [19].  
Graph Convolution Network architectures: Given the 
structured nature of pose data, an increasing number of studies 
have embraced the utilization of graph convolution networks 
(GCNs) [6, 11]. An exemplar in this domain is ST-GCN 
framework [6], which structures the pose sequence as predefined 
graph and employs GCN for recognition purpose. In [7], this 
approach has been extended by incorporating an unpretrained 
transformer model (BERT) for temporal features extraction. A 

Figure 1. Samples from WLASL dataset 
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GCN based model employing bottleneck layers and residual 
connections was proposed in [20]. Although pose based SLR 
techniques effectively reduce computational complexity, they 
currently exhibit lower accuracy compared to RGB input based 
approaches. 

C. Hybrid Methods and Attention Enhanced Models 
RGB-based SLR models face challenges due to varying video 

backgrounds while pose-based methods tend to have lower 
accuracy when used alone. To address these limitations, certain 
SLR studies [21-24] have endeavored to jointly model RGB 
videos and key points. For instance, the hybrid model (SAM-SLR) 
presented in [24] uses multiple input modalities i.e., Pose, RGB, 
Optical Flow (OF), and Depth for SLR. Similarly HMA[23], 
SignBERT [22], and SignBERT+ [21] propose the utilization of 
pose data in addition to RGB sequences to guide the model to learn 
more elaborated representations. However, a prevalent drawback 
inherent in these approaches is the augmented computational cost 
arising from the simultaneous processing of multiple modalities. 
In the realm of SLR, numerous attention based schemes have been 
introduced, leveraging channel, spatial, and temporal attention 
mechanisms [14, 25].  

In our work, we exclusively rely on pose information of hands 
and body joints as input. We develop an efficient and lightweight 
model that surpasses the performance achieved by SOTA methods 
utilizing RGB, Pose, and Hybrid modalities. The details of 
proposed architecture are provided in Section III.    

III. METHODOLOGY 

A. Preliminary Work 
In this section, we discuss several important techniques used in 

our proposed Multi-Scale Efficient Graph Convolution network 
(MSE-GCN).  

 
1) Standard Graph Convolution 

A human skeleton graph can be represented as a graph G = {Ѵ, 
Ɛ} consisting of human joints Ѵ= {νti | t = 1, …., T, i=1, …, N} 
represented as nodes and intra-frame and inter-frame connections 
of joints represented as edges Ɛ. Here T and N represent the total 
number of frames and joints respectively.  The graph 
convolutional layer in spatial dimension is implemented using Eq. 
(1) : 

𝑋ை𝑆 =  ∑ 𝜃𝑑𝑋𝐼(𝐷𝑆
(𝑑)  −1/2

𝐷

𝑑=

(𝐴𝑆
(𝑑) + 𝐼)𝐷𝑆

(𝑑)  1/2
⊙ 𝜔𝑑          (1) 

 Where 𝑋𝐼 and 𝑋ை𝑆 represent the input and output feature maps in 
spatial dimension, D denotes maximum graph distance, 𝐴𝑆

(𝑑) is the 
spatial adjacency matrix of order d, 𝐷𝑆

(𝑑) is spatial degree matrix 
used to normalize 𝐴𝑆

(𝑑), and I is the identity matrix used to model 
self-loops. 𝜃𝑑 and 𝜔𝑑 are trainable parameters matrices used for 
the implementation of graph convolution. To ensure the coherence 
between the spatial temporal graph and the video across time, the 
temporal graph convolution can be implemented with the classical 
2-dimensional (2D) convolution operation using Eq. (2): 

𝑋ை𝑇 =  𝐶𝑜𝑛𝑣2𝐷ሾ𝐾𝑇 × 1ሿ(𝑋𝐼)                                         (2)   
Where 𝐶𝑜𝑛𝑣2𝐷ሾ𝐾𝑇 × 1ሿ represents 2D temporal convolution 
operation with kernel size 𝐾𝑇. 

 

2) Multi-Scale Graph Convolution 
The Multi-scale graph convolutions[11] can be applied in both 

spatial and temporal dimensions. For a multi-scale spatial graph 
convolution (MS-SGC), an input feature vector 𝑿 ∈ 𝓡𝑪×𝑻×𝑽, is 
partitioned into k splits along the channel dimension, represented 
as xj where j ∈ {1,2, … , 𝑘} and each 𝒙𝒋 ∈ 𝓡(𝑪 𝒌)⁄ ×𝑻×𝑽. For each 
split xj , a distinct sub-spatial graph convolution 𝒢𝑗 with 1/k 
number of channels in comparison to original ones, is 
implemented using Eq. (1).  This results in a reduction in the 
number of parameters by a factor of 1/k2 as compared to original 
convolutions. Moreover, to increase the variety of receptive fields 
and capture the dependencies between short range and long-range 
joints, a residual mechanism is utilized to connect two adjacent 
splits. The whole operation can be formally represented as Eq. (3):  

 

𝑥𝑜 =  ቊ
𝒢𝑗(𝑥𝑗)                     𝑖𝑓 𝑗 = 1
𝒢𝑗(𝑥𝑗 + 𝑥𝑜−1)      𝑖𝑓 𝑗 > 1

                               (3) 

Here the output of jth sub-spatial graph convolution is denoted as 
𝑥𝑜 ∈ 𝓡(𝑪 𝒌)⁄ ×𝑻×𝑽. The multi-scale graph convolution ensures 
enlarged receptive field by aggregating the information from sub-
spatial convolutions. The outputs of all the splits are concatenated 
and finally an additional residual connection is introduced to 
ensure model convergence.  Eq. (4) is used to compute the output 
of MS-SGC. 

𝑋ை =  𝛿(𝑐𝑜𝑛𝑐𝑎𝑡( {𝑥𝑜𝑖|𝑖 = 1,2, . . , 𝑘}) ⊕ 𝑋)            (4)   
 

Where 𝛿 and ⊕  represents an activation function and element 
wise addition, respectively. The MS-SGC module can be naturally 
extended to multi scale temporal graph convolution (MS-TGC) 
module by using a similar structure with the only difference that 
sub-spatial graph convolutions are replaced with sub-temporal 
convolutions represented as 𝑇𝑖 .  
 

3) Separable Convolutions 
To reduce computation costs, separable convolution has been 

introduced that decomposes standard convolutions into two 
distinct steps: depthwise convolution, applied to individual 
channels, and point-wise convolution, which adjusts channel 
numbers using 1×1 convolutions [9]. To compare the 
computational complexity of standard and separable convolution 
approaches, consider an input feature map of size 𝐿𝑓 × 𝐿𝑓 × 𝐶𝑖 
where 𝐿𝑓 represents spatial width and height and 𝐶𝑖 represents 
number of input channels. Upon the application of a standard 
convolution with a filter size of  𝐿𝑘 × 𝐿𝑘 × 𝐶𝑜, an output feature 
map of size 𝐿𝑓 × 𝐿𝑓 × 𝐶𝑜 is generated at the computational cost of  

𝐿𝑘 × 𝐿𝑘 × 𝐶𝑖 × 𝐶𝑜 × 𝐿𝑓 × 𝐿𝑓                                     (5) 

In contrast, the separable convolution approach has two 
components depthwise convolution with a computational cost of 
𝐿𝑘 × 𝐿𝑘 × 𝐶𝑖 × 𝐿𝑓 × 𝐿𝑓 and a pointwise convolution with 
computational cost of 𝐶𝑖 × 𝐶𝑜 × 𝐿𝑓 × 𝐿𝑓 resulting in a total 
computational cost computed as the summation of two.  

𝐿𝑘 × 𝐿𝑘 × 𝐶𝑖 × 𝐿𝑓 × 𝐿𝑓 + 𝐶𝑖 × 𝐶𝑜 × 𝐿𝑓 × 𝐿𝑓             (6) 

Eq. (6) shows a substantial decrease in computational complexity, 
which is especially advantageous when the number of input and 
output channels is high.  
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B. MSE-GCN Framework 
1) Skeleton Extraction and Details 

Provided the RGB video sequence of dimension 𝑿𝒗𝒊𝒅𝒆𝒐 ∈
𝓡𝑪×𝑻×𝑯×𝑾 , where C, T, H, and W represent channels, frames, 
height, and width of each frame respectively, we use an off-the-
shelf pose extractor MediaPipe [26] to extract the data of skeleton 
joints. We used MediaPipe hand and pose extractor modules to 
acquire 2D joints data for both hands (21 joints for each hand), 
both arms , and facial joints (mouth, eyebrows, and nose). In total, 
data of 65 joints is used and a skeleton sequence of dimension 
𝑿𝒔𝒌𝒆𝒍𝒆𝒕𝒐𝒏 ∈ 𝓡𝑪×𝑻×𝑽 , where C is joints features (x and y 
coordinates), T and V represent frames and number of joints 
respectively, is fed as input to the pre-processing module to 
generate a multi-input structure.  

 
2) Data Pre-Processing and Multi input Structure 

Data preprocessing is an essential step for pose-based sign 
language recognition (SLR). Suppose the 2D skeleton sequence of 
a sign is represented as 𝑿 ∈ 𝓡𝑪×𝑻×𝑽 , then to construct a multi-
input architecture, the sign sequence is distributed into two inputs 
representing joints and bones. The joints input is formed by 
concatenating X (original joints) with 𝑅 where 𝑅 represents the 
relative position set of each sequence and is obtained as Eq. (7). 

𝑅 = {{ 𝑟𝑖 =  𝑣𝑡,𝑖 − 𝑣𝑡,𝑐}| 𝑖 = 1,2, … . , 𝑉, 𝑡 ≤ 𝑇}            (7) 

Where 𝑣𝑡,𝑖 represents the ith joint in tth frame and 𝑣𝑡,𝑐 represents 
the center node computed as the center point between left and right 
shoulder joints i.e.  

𝑣𝑡,𝑐 =  
𝑣𝑡,𝑙𝑓𝑡_௦𝑜௨𝑙𝑑𝑟 + 𝑣𝑡,𝑟𝑖𝑡_௦𝑜௨𝑙𝑑𝑟

2
 

The input for bones stream is formed by computing bones features 
consisting of bones lengths BL and bones angles BA.  These bones 
features are calculated using Eqs. (8) and (9). 
 

𝐵𝐿 = {{ 𝑙𝑖 =  𝑣𝑡,𝑖 − 𝑣𝑡,𝑎𝑑𝑗}| 𝑖 = 1,2, … . , 𝑉, 𝑡 ≤ 𝑇}        (8)                            

where 𝒗𝒕,𝒂𝒅𝒋 represents the adjacent joint of the ith joint. 

𝐵𝐴 = {{ 𝛼𝑖 =  arccos (
𝑣𝑡,𝑖−𝑣𝑡,𝑎𝑑𝑗

ට∑ 𝑣𝑡,𝑖
2

)}| 𝑖 = 1,2, … . , 𝑉, 𝑡 ≤ 𝑇}  (9)             

These bone features are sent as input to the second stream after 
concatenation. 
 

3) Multi-Scale Efficient GCN Architecture 

Following the data preprocessing module, two distinct outputs: 
joints and bones are generated which are fed to the proposed 
multi-input architecture inspired by [27, 28] using an early fusion 
strategy. The proposed architecture preserves the input 
information and reduces model complexity significantly as 
compared to late fusion schemes. A complete pipeline of proposed 
architecture is presented in Fig. 2.  

4) Sub Blocks Details 
In this work, we introduce the  MSE-GCN architecture, which 

comprises a basic block and several MS-STGCN blocks. Further 
details of each subblock are presented in subsequent sections. 
Basic Block: A basic block is implemented using a  standard 
graph convolution followed by a standard 2D temporal 
convolution layer as explained in Eqs. (1) and (2). Each layer is 
followed by a batch normalization and a ReLU activation layer. 
MS-STGCN Block: The proposed architecture for MS-STGCN 
block draws inspiration from MS-G3D [29], Efficient GCN [28], 
and MS-GCN [11]. For the implementation of MS-STGCN 
blocks, we employ an ordered stacking approach that involves 
combining multi-scale spatial graph convolution layer (MS-
SGCN) layer, Multiple multi-scale temporal convolution (MS-
TCN) layer, and a spatiotemporal joint part attention (ST-JPA) 
module as shown in Fig. 3. Additionally, to facilitate model 
optimization and stable training, residual links are used for each 
layer. The depth of each block is dependent upon the number of 
MS-TCN layers stacked inside. Specifically, the depth is set as 1 

Figure 2. Complete Pipeline of Proposed architecture 

Figure 3. Implementation of MS-STGCN block (depth is the 
number of stacked MS-TCN layers inside a MS-STGCN block) 
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(MS-TCN layer is stacked once) for the basic block and is 
established as 2 for pre-concatenation MS-STGCN blocks. Post-
Concatenation MS-STGCN blocks, on the other hand, are 
designated a depth of 3. The selection of these depth  values 
adheres to the guidelines outlined in the EfficientGCN-B4 
architecture [28].  
MS-SGCN Layer: In detail, a MS-SGCN layer is implemented 
using sandglass(SG) layers which are formed by using depth 
convolutions and point convolutions as explained in section III.A. 
These separable convolution layers are arranged in a multi scale 
structure. The complete implementation of the MS-SGCN layer is 
presented in Fig.4. The spatial filter size 𝐊𝐬 is selected as 
maximum graph distance D, which is set as 3, r represents 
reduction rate and is chosen as 2, and 𝒌𝒔 represent spatial scale 
which is set at 4. This configuration reduces the number of 
trainable parameters significantly and efficiently captures local 
and global spatial relationships amongst skeleton joints. 

MS-TCN Layer:  For the implementation of MS-TCN layer, we 
have used two types of separable layer configurations: Sep Layer 
and SG layer which are inspired by [21] and [23] and are 
composed of depth convolution and point wise convolutions. 
These convolution layers are set in a multi-scale structure as 
shown in Fig. 5. 𝑲𝑻 represents temporal kernel size and is selected 
as 5, r represents reduction rate and 𝑘𝑡 represents temporal scale 
which is set at 4. The use of separable layer helps reducing the 
number of parameters and floating-point operations (FLOPs) 
significantly, whereas multi scale structure ensures generation of 
output feature maps with well captured long-range and short-
range dependencies amongst the nodes along the temporal 
dimension.  

Spatiotemporal Joints Part Attention Module: Attention 
mechanism plays a significant role to identify the importance of 
each node for accurate recognition of sign. In literature, various 
attention modules i.e., joint attention, channel attention, frame 

attention, and part attention have been proposed for the task of 
activity recognition and gesture recognition. These modules learn 
attention weights on a single dimension i.e., channel, spatial or 
temporal and all other dimensions are globally averaged. In our 
work, we have proposed a novel ST-JP attention (ST-JPA) 
mechanism by efficiently combining a STJA mechanism 
proposed by [28] and a part attention mechanism [27]. STJA 
mechanism treats all the body parts present in an input sequence 
equally, whereas in sign recognition, some body parts i.e., hands 
have more significant movements as compared to facial and torso 
movements. Whereas part attention mechanism can learn the 
significance of each body part but cannot focus on individual 
joints. Our proposed ST-JPA mechanism overcomes these 
problems by intelligently combining the positive attributes of both 
mechanisms. It allocates higher attention weights to significant 
joints found in crucial temporal frames, particularly those 
pertaining to the most important body parts. This integration leads 
to notable improvements in recognition accuracy. Fig. 6 presents 
an overview of ST-JPA module.  

IV. EXPERIMENTAL RESULTS 

In this section, we evaluate the performance of our proposed 
MSE-GCN architecture by comparing it against SOTA methods 
using RGB and skeleton-based features in terms of accuracy and 
computational efficiency. We also conduct ablation studies and 
offer visualizations and explanations to support the effectiveness 
of our proposed approach. 

A. Datasets 
We evaluate our proposed model on three challenging sign 

language datasets: WLASL [3],  LIBRAS-UFOP [30], and 
MINDS-Libras [31]. The details of each dataset are provided in 
the subsequent section. 

 
1) WLASL:  

The WLASL dataset [3], is a comprehensively compiled 
collection of  data sourced from various online platforms 
encompassing a wide range of signers, lighting conditions, and 
background variations. It is organized into four subsets: WLASL-
100, WLASL-300, WLASL-1000, and WLASL-2000, with the 
numerical suffix indicating the number of sign classes present in 
each subset. Our study follows the same training, validation , and 
testing protocols as specified by dataset authors [3]. 

2) LIBRAS-UFOP: 
LIBRAS-UFOP [30] is a Brazilian sign language dataset and 

comprises 3,040 data sequences categorized into 56 different sign 
classes. The 56 sign classes are distributed into four categories 
(Cat-1, Cat-2, Cat-3, and Cat-4), based upon the similarity in 

Figure 6. The overview of the proposed ST-JPA layer 
Figure 4. Implementation of MS-SGCN layer (𝐾௦ = spatial filter 
size, 𝐶𝑖=input channels, 𝐶𝑜=output channels, 𝐶𝑟𝑑 = 𝐶𝑜/𝑟 (r is 
reduction rate), 𝑘௦= spatial scale) 

Figure 5. Implementation of MS-TCN layer (𝐾𝑇= Temporal 
kernel, 𝐶𝑖=input channels, 𝐶𝑜=output channels, 𝐶𝑟𝑑=𝐶𝑜/r (r is 
reduction rate), 𝑘𝑡= temporal scale) 
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movement, hand configuration, and articulation point. In order to 
effectively compare our findings to those presented in [30], we 
adhered to the suggested training, validation, and testing protocols 
provided by the authors. The dataset is divided into five distinct 
sets by organizing the signers in such a way that the same signer 
cannot appear in more than one set. Each split consists of 3 signers 
grouped into a training set, one signer in the validation set, and 
one signer in the test set as presented in Table. 1. In each set, 
optimal parameters are found by training and validating the model 
using the data of signers present in train and validation set, 
respectively. 

Table 1: Train, Validation, and Test Experimental sets for 
LIBRAS-UFOP dataset . Note: s1, s2, s3, s4, s5 represent signer 
1, signer 2, signer 3, signer 4, and signer 5 respectively. 

Experimental 
Sets 

Signer 
Train Validation Test 

#01 s1, s2, s3 s4 s5 
#02 s2, s3, s4 s5 s1 
#03 s1, s4, s5 s2 s3 
#04 s1, s2, s5 s3 s4 
#05 s3, s4, s5 s1 s2 

 
3) MINDS-Libras: 

MINDS-Libras [31] is a Brazilian sign language dataset and 
comprises 1,200 data sequences categorized into 20 classes. We 
adopt the recommended setup proposed by [31] for training and 
evaluation of our model. The dataset is split into a 75:25 ratio for 
training and testing, following the protocol established by the 

dataset authors. To determine the optimal model parameters, we 
employ a k-fold cross validation with k=3 on the training set. 

B. Implementation Details 

In our study, the learning rate is initialized at 0.1 and follows a 
cosine schedule, decaying after the 10th epoch. To ensure a stable 
training process, a warmup strategy is implemented, that gradually 
increases the learning rate from 0 to the initial value over the first 
10 epochs. we have utilized a stochastic gradient descent (SGD) 
with weight decay of 0.0001 and Nesterov momentum of 0.9 for 
model optimization. The model is trained for 350 epochs. The 
hyperparameters maximum graph distance D and temporal kernel 
size 𝐾𝑇 are chosen as 3 and 5, respectively. To prevent overfitting, 
a dropout layer with the drop probability of 0.25 is inserted after 
the GAP layer. Swish activation is used as an activation function 
in all convolution blocks because of its smoothness and 
differentiability. All experiments are conducted on a single Nvidia 
RTX-3080 GPU using a PyTorch framework. The batch size is set 
as 16 and 64 frames are sampled from the input sequence using 
random sampling strategy and fed as input to the model.  
 
C. Comparison with state-of-the-art methods 

 
1) Results on WLASL Dataset 

We compare our proposed model MSE-GCN with previously 
proposed SOTA methods on three subsets of WLASL dataset: 
WLASL-100, WLASL-300, and WLASL-1000. The comparison 
is performed based on the top-1 and top-5 per instance and per 
class accuracies for these subsets. The results obtained are 
presented in Table. 2. 

Table 2. Experimental Results on the WLASL-100, WLASL-300, and WLASL-1000. Top-1 (T-1) and Top-5 (T-5)). Note:  ³-³ 
means that test values have not been reported and bold representation highlights the best accuracies. 

 
Method WLASL-100 WLASL-300 WLASL-1000 

Per-instance Per-class Per-instance Per-class Per-instance Per-class 

T-1 T-5 T-1 T-5 T-1 T-5 T-1 T-5 T-1 T-5 T-1 T-5 
RGB-based             
I3D [3] 65.89 84.11 67.01 84.58 56.14 79.94 56.24 78.38 47.33 76.44 - - 
TCK [16] 77.52 91.08 77.55 91.42 68.56 89.52 68.75 89.41 - - - - 

Fusion 3 [32]  75.67 86.00 - - 68.30 83.19 - - 56.68 79.85 - - 
SignBERT[22] 82.56 94.96 83.30 95.00 74.40 91.32 75.27 91.72 - - - - 
BEST[33] 81.01 94.19 81.63 94.67 75.60 92.81 76.12 93.07 - - - - 
SignBERT+[21] 84.11 96.51 85.05 96.83 78.44 94.31 79.12 94.43 - - - - 
Skeleton-based             
Pose-GRU [3] 46.51 76.74 

 
- - 33.68 64.37 - - 30.01 58.42 - - 

ST-GCN[6] 50.78 79.07 51.62 79.47 44.46 73.05 45.29 73.16 - - - - 
Pose-TGCN [3] 55.43 78.68 - - 38.32 67.51 - - 34.86 61.73 - - 
PSLR [7] 60.15 83.98 - - 42.18 71.71 - - - - - - 
MOPGRU [5] 63.18 - - - - - - - - - - - 
SPOTER [19] 63.18 - - - 43.78 - - - - - - - 
SignBERT[22] 76.36 91.09 77.68 91.67 62.72 85.18 63.43 85.71 - - - - 
BEST[33] 77.91 91.47 77.83 92.50 67.66 89.22 68.31 89.57 - - - - 
SIGNGRAPH[20] 72.09 88.76 - - 71.40 92.26 - - 61.83 85.87 - - 
SignBERT+[21] 79.84 92.64 80.72 93.08 73.20 90.42 73.77 90.58 - - - - 
MSE-GCN(Ours) 85.27 94.96 86.00 95.58 81.59 93.41 82.17 93.81 71.75 90.83 71.52 90.69 
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In Table. 2, I3D, TCK, Fusion 3, SignBERT, SignBERT+, and 
BEST are the representative recent appearance-based methods, 
and our model outperform these methods in terms of  top-1 per 
instance accuracy by 1.16%, 3.15%, and 15.07% for WLASL-
100, WLASL-300, and WLASL-1000 respectively. We also 
assess our model against the most recent skeleton-based methods, 
which include Pose-GRU, Pose-TGCN, GCN-BERT, MOPGRU, 
SPOTER, SignBERT, SignBERT+, BEST, and SIGNGRAPH. 
Our model exhibits significant performance improvements in 
comparison to these methods, with gains of 5.43%, 8.39%, and 
9.92% for WLASL-100, WLASL-300, and WLASL-1000, 
respectively. The experimental results imply that the proposed 
architecture MSE-GCN exhibits robust performance, comparable 
to SOTA  methods, indicating its effectiveness in the task at hand. 
We believe that the improved performance is caused by efficient 
aggregation of multi-scale local and global relationships between 
body joints, and the optimally scaled network. Moreover, the 
proposed ST-JPA module helps the model in identifying most 
informative joints that results in a significant increase in accuracy. 

Confusion Matrix and Error Analysis: 
From Table.2, it is evident that our proposed model 

demonstrates exceptional recognition performance when applied 
to extensive WLASL dataset. However, there are certain signs that  
our model struggles to identify accurately. To gain a more  
comprehensive understanding of these problematic cases, we 
constructed a confusion matrix as shown in Fig. 7.  

The analysis of this matrix reveals that there are a few signs, 
namel\ µRighW¶, µMedicine¶, and µPi]]a¶, foU Zhich UecogniWion 

accuracies are comparatively low. Further investigation shed light 
on the underlying reasons for these inaccuracies. It was observed 
that these sign classes exhibit spatiotemporal movements that 
either closely resemble those of other classes or lack 
distinctiveness, thereby resulting in inaccurate predictions. For 
inVWance, Whe Vign µRighW¶ VhaUeV an indiVWingXiVhable 
VpaWioWempoUal paWWeUn ZiWh Whe Vign µYeaU¶, leading Wo 
misclassification , as demonstrated in video 3 and video 4  
presented in Fig. 8. SimilaUl\, anoWheU inVWance of µRighW¶ iV 
eUUoneoXVl\ Uecogni]ed aV µPi]]a¶, aV VhoZn in Yideo 1 and Yideo 
2 present in Fig. 8. A similar issue arises with the signs 
UepUeVenWing µMedicine¶ and µDocWoU¶, aV Whe\ poVVeVV identical 
spatiotemporal movement patterns, leading to misclassification. 
Collectively, these findings indicate that the main factor 
contributing to the failure in sign recognition is the  existence of  
signs that share extremely similar movement dynamics in both 
space and time.  

 
2) Results on LIBRAS-UFOP Dataset 

In pursuit of a rigorous comparison with state-of-the-art (SOTA) 
approaches on the LIBRAS-UFOP dataset, our study meticulously 
adhered to recommended experimental protocols (Section IV.A). 
Our results, presented in Table 3, demonstrate the superior 
performance of our proposed method over SOTA techniques 
across various dataset schemes. Notably, when considering the 
skeleton input data (SCH1), our method exhibits a substantial 
performance advantage. Furthermore, we surpass the historically 
promising SCH6 approach, which employs a resource-intensive 
late fusion scheme, offering a more cost-effective solution. 
 
Confusion Matrix for LIBRAS-UFOP dataset: 

Table 3. Experimental results on LIBRAS-UFOP dataset. The best results are presented in bold. 
Method Cat.1 (%) Cat.2 (%) Cat.3 (%) Cat.4 (%) All (%)±SD 
(SCH1) [30]  61.45±2.97 60.11±1.25 80.35±3.33 61.57±0.91 60.28±3.11 
(SCH2) [30]  62.26±3.11 60.27±2.48 75.85±1.15 60.42±1.56 61.25±2.75 
(SCH3) [30]  65.84±1.85 62.32±2.01 79.48±0.95 60.92±0.11 60.86±0.72 
(SCH4) [30]  73.91±2.87 68.14±3.75 87.07±2.10 67.54±1.21 71.80±4.74 
(SCH5) [30]  76.05±3.19 70.24±4.21 90.46±1.70 69.19±1.49 72.44±3.35 
(SCH6) [30]  78.60±4.48 72.34±3.03 92.48±1.75 71.58±1.57 74.25±3.28 
GEI [34]  58.27±2.88 72.22±0.65 93.17±5.79 82.36±7.21 64.91±3.79 
MSE-GCN (Ours) 81.28±6.10 91.27±5.50 87.02±6.3 89.58±5.76 88.59±3.60 

Figure 7. Confusion Matrix for WLASL-100 dataset. 

Figure 8. Failure cases analysis 
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To further understand the performance of our proposed 
architecture, we constructed a confusion matrix as presented in 
Fig. 9. As explained in section IV.A, the signs in this dataset are 
grouped into four categories. The most significant recognition 
inaccuracies are observed for Cat.1 and for one class of Cat.4 . In 
Cat.1, the signs share a common type of movement at specific 
points of articulation, varying only in the way the hands are 
configured. The discrepancy in hand configuration can be as 
minimal as a single finger, i.e., in the signs for year1, year 2, and 
year 3 [30]. TheUefoUe, µ\eaU-1¶ iV eiWheU Uecogni]ed aV µ\eaU-1¶ oU 
µ\eaU-3¶. SimilaUl\, moVW of Whe inVWanceV of µTakeV a liWWle caUe¶ 
aUe Uecogni]ed aV µVafe¶ Zhich VhaUeV Whe Vame hand moYemenWV 
at the same articulation points with a difference in hand 
configurations. Upon further investigation, it was observed that 
while hand is pointing outwards, because of its own shadow, hand 
pose is not properly extracted thereby resulting in inaccurate 
predictions. Per class Precision, Recall, and F1 score can be found 
in Fig. 11(a). 

3) Results on MINDS-Libras Dataset 
Utilizing the same methodology as elucidated in section IV-A, 

we carried out an evaluation of our proposed method on the 
MINDS-Libras dataset. The ensuing comprehensive evaluation, 
presented in Table. 4 compares our approach against SOTA 
techniques employed on the same dataset. Our findings exhibit a 
superiority of our method over the SOTA methods, thereby 
substantiating the efficacy of our approach. 

 
Confusion Matrix for MINDS-Libras dataset: 

we constructed a confusion matrix for MINDS-Libras dataset 
as presented in Fig. 10, to elaborate the performance of our model 
on per class basis. Per class Precision, Recall, and F1 score can 
also be found in Fig. 11(b). Notably, our proposed approach 
attains a minimum performance of 82% across all assessed 
metrics, demonstrating an excellent outcome. This observation is 

further supported by a very high classification rate of 97.44% , 
evident in the confusion matrix depicted in Fig. 10.  

 

D. Ablation Studies 
 
 This section primarily focuses on elucidating the individual 

contributions made by various components within the proposed 
MSE-GCN framework. These components include the selection 
of spatial and temporal layer structure, the significance of multi-
scale strategy, the choice of an efficient attention module, and the 
importance of employing an early fused architecture. This section 
provides a rationale for incorporating these components with 
specific values in the main framework.  The subsequent sections 
study the effect of each component individually.  

  
1) Comparison of Spatial and Temporal Layers 
 In accordance with the details provided in section III, we have 

evaluated the proposed architecture using two distinct layer 
structures: Sep layer and SG layer. The outcomes of each 
configuration are presented in Table. 5. The SG layer is 
implemented with a reduction rate (r) of 2. As shown in the Table. 
5, configuration 4 has comparable model size and inference speed, 
with 0.827 GFlops, in comparison to configuration 2. However, 
configuration 4 exhibits superior recognition accuracy, therefore 
rendering it an appropriate choice for our layer configuration. To 

Table 4. Experimental results on MINDS-Libras dataset 

Type Method Accuracy (%) ± 
SD 

RGB-Based  CNN3D  [35] 72.6 
CNN 3D [36] 93.3 ± 1.69 
GEI+SVD+SVM 
[34] 

84.66 ± 1.78 

Pose-Based MSE- GCN (Ours) 97.44 ± 1.01 

Figure 9. Confusion Matrix for LIBRAS-UFOP dataset. 

Figure 10. Confusion Matrix for MINDS-Libras dataset. 

(a)                                    (b) 
Figure 11: Precision, Recall, and F1 score for (a) LIBRAS-
UFOP dataset and (b) MINDS-Libras dataset. 
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further characterize the training process, we have sketched 
validation accuracy waveforms for each configuration and are 
shown in Fig.12(a). The sketched waveforms demonstrate the 
superiority of the chosen layer configuration over all others. 

 
2) Effective Scale of Multi Scale Architecture 
To examine the effectiveness of our proposed multi-scale 

efficient GCN (MSE-GCN) architecture, we tested the proposed 
model with varying spatial and temporal scales 𝒌𝒔 and 𝒌𝒕. We 
conducted the experiments by varying 𝒌𝒔 and 𝒌𝒕 in a similar 
manner by choosing them as same values. When the scales were 
set to 1, the model utilized a standard spatiotemporal graph 
convolutional block, and when  𝒌𝒔 = 𝒌𝒕 >1, the model acquired 
the ability to aggregate information at multiple scales, resulting in 
multi-scale spatial and temporal representations. The outcomes of 
conducted experiments are presented in Table. 6. As the scale 
increased, MSE-GCN architecture exhibited a superior 
performance in terms of recognition accuracy and inference time. 
The most optimal outcomes were observed with scale set to 4, as 
this configuration effectively captured both local and global 
dependencies between joints. However, the further increase in 
scale resulted in performance degradation. The reason behind this 
can be attributed to the fact that when the scale is increased beyond 
an optimal value, the model starts to overfit on the training data 
and fails to generalize well. To put further light on our training 
process, validation accuracy waveforms under each setup are 
sketched and are presented in Fig. 12 (b). 
 

 
3) Fusion Stage 
The results presented in Table. 7 show our model¶V 

performance for various fusion stages. The best results in terms of 
accuracy and computational complexity tradeoffs have been 
achieved for fusion stage 2. Fusing at the later stages increases 
model size as well as computational cost significantly. Moreover, 
recognition accuracy declines beyond fusion stage 2 because 
models overfits the training data and fail to generalize to 
validation data. Thus, we have chosen stage 2 as optimal feature 

fusion stage.  To assess the training procedure for various fusion 
stages, validation accuracies are presented in Fig. 12 (c). 

Table 7. Comparison of Fusion Stages on WLASL-300 
dataset . M represents number of parameters in millions 
(×106) and G represents values in giga (×109) 

Fusion 
Stage 

Accuracy 
(%) 

FLOPs 
(G) 

#Params (M) 

1st 80.39 0.787 1.254 
2nd 81.59 0.827 1.342 
3rd 79.04 1.004 1.568 
4th 76.65 1.158 2.140 

4) Attention Modules 
In this work, we have proposed a novel spatiotemporal joints 

part attention (ST-JPA)  module. In order to compare the 
effectiveness of proposed module with other attention modules 
namely: joint attention (JA) [37], part attention (PA) [27], 
spatiotemporal joint attention (ST-jointAtt) [28] and 
spatiotemporal channel attention (STCAtt) [11],  we have 
conducted extensive experiments and the results are presented in 
Table. 8.  

It is worth noting that inclusion of attention modules led to a 
noticeable improvement in accuracy. Among the various modules 
employed, the proposed ST-JPA module achieved the highest 

Table 5. Comparison of Spatial and Temporal Layer 
configuration on WLASL-300 dataset . M= number of 
parameters in millions (×106) and G= FLOPs in giga (×109). 
 Spatial Temporal Accuracy 

(%) 
FLOPs 
(G) 

#Params 
(M) 

1 SG SG 78.74 0.937 1.383 
2 Sep Sep 80.84 0.818 1.338 
3 Sep SG 74.40 0.928 1.379 
4 SG Sep 81.59 0.827 1.342 

Table 8. Comparison of Attention Modules on WLASL-300 
dataset . M represents number of parameters in millions (×106) 
and G represents values in giga (×109). 

Attention 
Module 

Accuracy 
(%) 

FLOPs 
(G) 

#Params (M) 

No Attention 77.29 0.800 0.877 
JA 77.69 0.809 0.850 
PA 80.29 0.810 1.169 

ST-JointAtt 79.94 0.818 0.997 
STCAtt 80.19 0.819 1.054 
ST-JPA 81.59 0.827 1.342 

Table 6. Comparison of MSE-GCN architecture for different 
scales on WLASL-300 dataset . M represents number of 
parameters in millions (×106) and G represents FLOPs in giga 
(×109). 

𝒌𝒔 
(Spatial 
Scale) 

𝒌𝒕 
(Temporal 

Scale) 

Accuracy 
(%) 

FLOPs 
(G) 

#Params 
(M) 

1 1 78.59 1.369 1.321 
2 2 80.24 1.008 1.234 
4 4 81.59 0.827 1.342 
8 8 79.79 0.737 1.701 

Figure 12. Ablation study waveforms: (a) Effect of separable 
Layers on Validation Accuracy. (b). Effect of various scales used 
for multi-scale architecture on Validation Accuracy. (c). Effect 
of Fusion stage (FS) on Validation Accuracy. (d). Effect of 
various attention modules on Validation Accuracy 
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accuracy. The waveform graphs depicting the validation accuracy 
for each attention module are presented in Fig. 12 (d) and provide 
additional clarity regarding our training process. These graphs 
clearly illustrate that incorporation of ST-JPA module boosts the 
model performance significantly because of focusing on the joints 
of most significant body parts in relevant frames.  
 

E. Computational Performance Analysis 
 

Model complexity refers to the level of intricacy and 
sophistication embedded within a computational model. It 
encompasses factors such as the number of parameters, depth of 
the model architecture, and computational resource required. 
Balance of model¶V accuracy and complexity is crucial, as overly 
complex models lead to overfitting. To assess the efficacy of our 
proposed model, we evaluate its performance on WLASL-300 
dataset by comparing it to SOTA methods in terms of accuracy, 
and model complexity (number of parameters and floating-point 
operations (FLOPs). Fig. 13 presents the computational 
performance comparison of proposed model with alternative 
methods.  

Our proposed model outperforms other SOTA methods by 
10.12 %  in accuracy with 1.73× lesser FLOPs. Although the 
number of parameters is comparable to SIGNGRAPH, our 
proposed model (MSE-GCN) has much faster inference time and 
higher accuracy making it a suitable choice for faster and efficient 
skeleton based SLR.  

 
F. Visualization & Explanation 

To demonstrate the operational characteristics of our model, we 
employ the class activation map [38] to calculate the activation 
maps of several skeleton sequences. The resultant maps are 
illustrated in Fig. 14, showcasing the activated joints across 
various frames sampled from the original sequence. Observing the 
Fig, it becomes apparent that the MSE-GCN model adeptly 
prioritizes the most informative joints that carry significant 
relevance. For instance, when a sign for bed is performed, the 
signer tilts his head towards the right and places it on the palm of 
his right hand. Our model demonstrates accurate activation of 
these highly relevant joints of head and right hand. Similarly, in 
Whe inVWanceV UepUeVenWing VignV foU µVWXd\¶, µbook¶, and µhoZ¶, 
both hands exhibit substantial spatiotemporal movements. 
Consequently, our model appropriately concentrates on these 
specific parts and associated joints and assigns them the highest 
ZeighWV. While Whe Vign foU µLaWeU¶ iV peUfoUmed, Whe moVW 

significant motion is observed in the thumb and index finger of 
the right hand. While the other fingers of the right hand also 
undergo significant spatial and temporal changes and are 
consequently activated to a notable degree, the thumb and index 
finger exhibit the highest activation weights. These findings 
collectively indicate the effective functioning of our proposed 
model and attention mechanism.  

V. CONCLUSION  

 In this paper, we propose a novel multi scale efficient graph 
convolution network (MSE-GCN) for skeleton-based SLR. The 
multi scale architecture in the proposed network enhances the 
spatiotemporal reception fields by the decomposition of a local 
graph convolution into multiple sub graph convolutions and 
creating a hierarchical residual architecture. It enables each node 
to perform multiple spatial and temporal aggregations with its 
adjacent nodes and in turn effectively capture both short-range and 
long-range spatiotemporal dependencies within the sequence. The 
utilization of separable convolution layers along the spatial and 
temporal dimensions tends to reduce the computational 
complexity significantly. To reduce the number of model 
parameters and eliminate redundant features, we employ an early 
fusion strategy that fuses the features from both input streams. 
Furthermore, we also introduce a novel hybrid Spatiotemporal 
Joints Part Attention (ST-JPA) mechanism that enhances the 
model¶V peUfoUmance b\ aVVigning higheU aWWenWion ZeighW Wo Whe 
most significant parts and joints. Through extensive experiments, 
we demonstrate that the proposed MSE-GCN network achieves 
SOTA performance on three large scale SL datasets: WLASL, 
LIBRAS-UFOP, and MINDS Libras. Moreover, our model 
achieves these results with fewer FLOPs and a smaller number of 
parameters comparatively. In future work, we plan to extend our 
work by incorporating object appearance information to 
efficiently recognize the most similar signs.  
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